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Abstract

Increasing application demands are pushing databases towards providing effective and efficient support for content-based retrieval over multimedia objects. In addition to adequate retrieval techniques, it is also important to enable some form of adaptation to users’ specific needs. This paper introduces a new refinement method for retrieval based on the learning of the users’ specific preferences. The proposed system indexes objects based on shape and groups them into a set of clusters, with each cluster represented by a prototype. Clustering constructs a taxonomy of objects by forming groups of closely-related objects. The proposed approach to learn the users’ preferences is to refine corresponding clusters from objects provided by the users in the foreground, and to simultaneously adapt the database index in the background. Queries can be performed based solely on shape, or on a combination of shape with other features as color. Our experimental results show that the system successfully adapts queries into databases with only a small amount of feedback from the users. The quality of the returned results is superior to that of a color-based query, and continues to improve with further use.

EDICS: 4-DLIB, 4-KEEP
I. INTRODUCTION

Multimedia databases are convenient media for describing and storing image, text, voice, spatial, temporal, spectral, and physical components of information. There are several applications that need the ability to query these multimedia objects based on their content. The content of any multimedia object is represented by a collection of features that depend on the media type of the object. Typically, extracting the contents of objects from the media is a challenging goal. There is no general solution to the difficult task of content extraction, and successful solutions are limited to specific domains. There are two basic approaches, one text-based and the other based on visual information.

The popular most framework for the text-based approach was to annotate multimedia data by text [1], [2]. It caused two major difficulties, especially when the size of data collections is large. One is the vast amount of labor required in manual annotation. The other difficulty results from the rich content in the data and the subjectivity of human perception. The perception subjectivity and annotation imprecision may cause unrecoverable mismatches in the later retrieval processes. To overcome these difficulties, content-based visual query techniques were proposed in the recent literature [3], [4], [5], [6], [7]. While these existing systems successfully establish the viability of the approach, techniques for incorporating human expertise directly during the query process to improve retrieval performance have drawn little attention.

A further consideration should be made regarding what it is that the user is looking for. By analyzing such relevance judgments, the system can then generate a new, refined query, which will likely improve the quality of the result, as experimental evidence confirms. In the information retrieval literature it has been well established that retrieval performance can be significantly improved by incorporating the user as part of the retrieval loop; this is called relevance feedback. The relevance feedback technique has been used in multimedia database annotation by choosing
image groupings within and across images according to relevant and irrelevant judgments by the user [8]. While this process is valid in annotation, or database pre-processing before retrieval, it is not very suitable for a real-time retrieval process. Cox et al. viewed relevance feedback in a Bayesian framework that incorporates an explicit model of the user's selection process [9]. Nastar et al. introduced a relevance feedback system for query refinement using feature density estimation based on relevant and irrelevant images [10]. They estimate the distribution of relevant images and simultaneously minimize the probability of retrieving irrelevant images. Rui et al. examined how relevance feedback may be used to determine the appropriate features and similarity measures for retrieval, where the relevant and irrelevant examples submitted by the user's feedback are used to learn and refine the query by updating feature weights [11].

Relevance feedback allows the user to change the rank ordering of the images returned by a query. However, if a similar query is presented a second time, the system should retain previously-learned user preferences, thereby improving the efficiency and quality of the search. Furthermore, different users submitting identical queries might expect very different results. For example, given a query 'apple', some people could expect to look for fruits and others computers. Thus, our goal is to build an image indexing and retrieval system that learns user preferences.

To achieve this, we introduce the mechanism of cluster-driven refinement using user feedback. For indexing, the proposed system can cluster objects by template matching. Since the purpose of templates here is the representation of clustered objects, we also refer to them as prototypes. Our approach to user-oriented queries is to refine corresponding prototypes from objects provided by the user in the foreground, and to simultaneously adapt the database index in the background. Users specify their particular preferences by selecting and outlining relevant objects in the returned images. It is likely that different instances of feedback from a particular user will be related, so that over time, frequent users of the proposed intelligent retrieval system
are able to tailor the system to their needs.

The rest of the report is organized as follows. Section 2 presents an overview of the object-based image retrieval system. We describe how we represent an image and an object in Section 3 and how index objects based on shape in Section 4. Section 5 describes the use of cluster-driven prototype refinement using an adaptive distance metric. The retrieval performance of the object-based query system on a sample image database is presented in Section 6. Section 7 concludes the paper.

II. OVERVIEW OF SYSTEM

Fig. 1 shows the functional overview of the proposed object-based image indexing and retrieval system which is implemented in Java. In this paper, we focus the use of shape for indexing because we are interested in object-based images which contain objects that have specific shapes. The proposed shape-based indexing is automatically performed off-line with no users’ interaction (background processing), incorporating two queues which aid indexing of an ever-increasing volume of data.

The user presents a query, in the form of an object outline, from a local or remote file system. The system formulates the query, performing feature extraction by translating the object outline into a shape model. The extracted query feature is submitted to compute similarity between the query and prototypes first. After sorting the prototypes in terms of similarity, the system returns images containing objects indexed by the prototypes with high similarities. Based on the retrieved results, the user can supply her preferences by selecting relevant results and drawing outlines of the objects. Then the system incrementally learns her preferences by refining the prototypes. This approach, while slightly more intrusive than simple image selection, provides significantly more information on personal preferences to the system.
III. IMAGE AND OBJECT REPRESENTATION

Most existing content-based image retrieval techniques focus mainly on comparing images directly using their surface-level content such as colors, textures, shapes, and combinations of these. Although these methods work well for some types of image databases, for object-based images, similarities between images are most likely associated with interesting objects, $v$, in the images [12]. The term object-based image is used to distinguish those images that contain objects that have specific shapes and colors, from other images that contain materials, such as beaches and grass, that appear as homogeneous patterns. Thus, an image $M$ here is simply defined as (See Fig. 5):

$$M = (N_M, \bigcup_{m=1}^{N_M} v^m)$$

where $N_M$ is the number of objects detected in $M$.

For effective retrieval, a good representation for the extracted object shape is a necessary requirement. Also, for intelligent retrieval, features should be represented by some form, such as a feature vector, usable in a learning scheme. For example, feature points of shapes must be positioned consistently on each of the training examples such that a particular point always represents that same part of the shape on each example.

In order to model a shape of an object boundary scalar transform algorithms are used [13]. An object description $v$ is simply a labeled set of $I$ points $(v_i)_{i=1..I}$. In this paper, we adopt the centroid-radii model to represent the shape by a set of points in polar coordinates [14], [15]. Assume that $OA$ is an arbitrary radius of the shape. The algorithm starts from $OA$ and moving clockwise, places $I$ points around the boundary at the regular interval of $\frac{360}{I}$ degrees. So the shape is represented as

$$v = (v_1, v_2, \cdots, v_I) = (q_{\theta_1}, q_{\theta_2}, \cdots, q_{\theta_I})$$
where $q_{\theta_i}$ is the $i$-th radius from the centroid to the boundary of the shape and $\theta_i = \left(\frac{2\pi}{I}\right)i$. The reflected shape can be represented as: $\mathbf{v'} = (q_{\theta_1}, q_{\theta_{I-1}}, \cdots, q_{\theta_1})$.

This model assumes $I$ is larger than 2. The six representations in Fig. 2 ((b)-(d) and (f)-(h)) show how this model can facilitate multiresolution representation. For example, while two objects in Fig. 2 (a) and (e) are retrieved as the similar shapes when $I=4$, they are dissimilar when $I=8$ or 16. We wish to use only as many points as necessary to adequately model the shape.

IV. SHAPE-BASED INDEXING

A. Object Detection

For automatic shape-based indexing, the proposed system uses the Generalized Hough Transform (GHT) [16], a standard template matching algorithm, to detect the boundaries of objects in an image. GHT requires templates to be predefined and an array of points of the same size as the image, the accumulator, in which each point has a value, $G(x, y)$, specifying the possibility that the reference point of a shape to be detected is located at the point where $G(x, y)$ is a normalized value between 0 and 1. When the value of the point in the accumulator exceeds a certain threshold $\tau$, then an object with the desired shape is said to be detected at the location of the point. Further, when the scale and orientation of an input shape are variant and unknown in advance, brute force is usually employed to enumerate all possible scales and orientations of the input shape in the GHT process. There have been several proposals to reduce the huge memory storage capacity and computational time required for GHT [17]. In this paper, we use an iterative approach to GHT (IGHT) proposed in [18] for memory efficiency.

For the proposed indexing, the system requires an initial definition of shapes the user wants to find. Fig. 3 shows 15 prototypes used in the first experiment. After getting the prototypes, the system performs automatic shape-based indexing with ALGORITHM I in the background.
Each image is first preprocessed to get a good edge image. Here we used a mean shift algorithm which iteratively shifts each data point to the average of data points in its neighborhood [19], [20]. Then the system applies IGHT with the prototype as a template to all images in an image queue. If the peak values in an IGHT accumulator are larger than \( \tau \), objects whose shapes look like the template are detected. The system saves each detected object (for example, two links to the corresponding image and prototype, the position, orientation angle, and scaling factor of the expected object, and the peak value as a mapping score) into the object database. Fig. 4 shows an example of the proposed shape-based indexing.

Whenever a prototype is added, it is placed the prototype queue, and all images are placed in the image queue. Whenever a new image is added the image database, the indexing procedure places it into the image queue and all prototypes into the prototype queue. All this processing is done in the background, creating an index of objects that is used for retrieval.

B. Index Tree

With tens of thousand of objects, it is not practical to sequentially compare each object in the database against the query. Since only a small number of objects is likely to match the query, a large number of unnecessary comparisons is being performed. As the comparison is expensive, we use a two-level index tree structure to provide an efficient means to reduce the number of comparisons.

The index tree shown in Fig. 5 consists of a prototype layer and an object layer. The prototype layer of the tree is a filter that reduces the search space quickly, discriminating the objects. In this paper the prototype consists shape features such as these in Fig. 3. These prototypes are used as an indexed key of the two-level indexed tree. This structure is easily extensible by adding a new layer to the index structure for a new feature, such color. Each layer can be constructed using any appropriate indexing mechanism. For example, the one-dimensional structure for color
can be replaced by a three-layer tree using 3 color components. By dealing with subkeys (smaller number of dimensions), any path that differs on any subkey can be pruned away immediately, resulting in a more efficient search. More importantly, using a smaller number of dimensions can avoid performance degeneration that arises for high-dimensional data. In addition, the tree facilitates similarity retrieval. By stopping the search process at a certain level, all objects under that level are retrieved. The lower the level at which the search process terminates, the more precise the description of the objects.

V. Cluster-driven Prototype Refinement

A. Motivations

A key motivation for our work is that users have a particular context within which their queries are formed. It is likely that consecutive queries for a particular user will be related in that they will be part of the same context. Therefore, frequent users of an image retrieval system should be able to benefit from their high use of the system. In this paper, we want to use relevance feedback to give them user more control on the search criteria. We also want to allow the database system to learn the users’ context. When the user looks for an object similar to one found previously, the system can give results using his context learned by feedback, instead of re-starting the search from scratch.

Our motivation is to store this feedback and avoid redundant and unnecessary steps for search in the personalization service. Fig. 6 (a) illustrates a case where there are four prototypes in a two-dimensional feature space. Many existing systems use user feedback to adjust the desired query. This process of query refinement is illustrated in Fig. 6 (b). For query q, query refinement modifies the query utilizing user feedback provided by the user to better meet the user’s need. Without prototype refinement, when the user enters the same query again, the system would need to again perform query refinement. Instead, Fig. 6 (c) shows how the prototypes are adapted to
and thus the system can start the second search with those adapted prototypes.

B. Incremental Clustering

Clustering is used for forming groups of closely-related objects and for accelerating query processing by considering only a small number of representatives of the clusters, rather than the entire data set. However, existing clustering algorithms are not suitable to update clusters without frequently performing complete re-clustering in such a dynamic environment. Over time, as additional indexing objects become available, the database should have the capability to adapt to the new data while re-indexing what it has already learned. Therefore, instead of re-indexing the database to the entire data set every time new samples are collected, it is more desirable to incrementally index the database to the new data.

We use an incremental learning method which enables the user to refine prototypes by specifying over time a set of relevant results. Mathematically, a given set of $N$ objects, $\{v^1, v^2, \cdots, v^N\}$, will be partitioned into clusters such that data within the same cluster have a high degree of similarity, while shapes belonging to different clusters have a high degree of dissimilarity.

Each of these clusters is represented by a prototype $\mathbf{P}^c$. Suppose $N_c$ is the number of objects in the cluster $c$. The $i$th feature of the prototype, $P_i^c$, can be computed by averaging the features that belong to the cluster $c$. To measure the spread of a set of data around the center of the data in the cluster, the standard deviation ($\sigma$), the most commonly used measure of a width of the center in statistical practice when the mean is the measure of center, is used. Incrementally, whenever a new object $v$ is most similar to an existing cluster $c$, the object is assigned to the cluster $c$ and $P_i^c$ and $\sigma_i^c$ are updated as follows:

$$P_i^{c'} = \frac{N_c P_i^c + v_i}{N_c'}$$

and

$$\sigma_i^{c'} = \sqrt{\frac{N_c s_i + (P_i^{c'} - v_i)^2}{N_c'}}$$

(1)

where $N_c' = N_c + 1$ and $s_i = (\sigma_i^c)^2 + (P_i^{c'} - P_i)^2$. During updating, shapes are normalized for translation through the use of an object-centered coordinate system and for reflection through...
the use of the reflected shape. Shapes are normalized for size by scaling based on the longest radius. To avoid simple orientation differences, the comparison is performed at different rotations and the final distance is defined to be the minimum of these distances. If the new object is not similar to any of the existing clusters, a new cluster is created with the new object and the number of clusters is increased.

C. Weighted Distance Metric

The most common measure of similarity between two objects, \( \mathbf{v} \) and \( \mathbf{u} \), is the distance measure that is generally taken to be the weighted Euclidean norm as

\[
d(\mathbf{v}, \mathbf{u}) = \sqrt{\sum_{i=1}^{n} \omega_i |v_i - u_i|^2}.
\]

Since each dimension feature has a different influence, each feature should be rescaled so that all features contribute equally to the distance computation in Eq. (2) [21].

In Fig. 6 (a), for query \( \mathbf{q} \), dimension X is more relevant, because a slight move along the X axis may change the cluster. To capture such scale information as weights, we incorporate a measure using the relative distance based on the standard deviation [21]. The weight for a feature \( P_i^c \) is defined as

\[
\omega_i^c(\mathbf{q}) = \begin{cases} 
1 - \exp\left(-\frac{|P_i^c - q_i|}{\sigma_i^c}\right), & \text{if } \sigma_i^c \neq 0 \\
1, & \text{otherwise.}
\end{cases}
\]

It is evident that \( 0 \leq \omega_i^c \leq 1 \), where \( \omega_i^c = 1 \) indicates that \( q_i \) is too far from \( P_i^c \) or \( \sigma_i^c \) is 0, and thus \( q_i \) isn’t similar to \( P_i^c \) at all. On the other hand, \( \omega_i^c = 0 \) states \( P_i^c \) and \( q_i \) are identical, and so \( q_i \) is totally similar to \( P_i^c \). Values in between show the degrees of weights that \( q_i \) exerts at \( i \).

For the query \( \mathbf{q} \), it reflects the influence of \( \mathbf{q} \) on the variation of \( \mathbf{P}^c \) at \( i \). These weights enable the distance computation to elongate dissimilar features, and, at the same time, to constrict the closest ones. Note that the technique is shape-based because weights depend on the shape.
To avoid simple orientation differences in the shape features, the distance is computed at different rotation angle and the final distance from the query to prototype $P^c$ is defined to be the minimum of these distances.

**D. Retrieval and Refinement**

In retrieval, given a query $q$ created by drawing an object on a sketch or on an image, selection of objects sharing similar characterizing features starts by comparing $q$ to the set of prototypes. Using the weighted distance metric (Section V-C), the system first computes the similarity between the prototypes and $q$ and sorts the prototypes based on this metric. Then, using the peak value $G(x, y)$ of each object, the system can compute the final distance between $q$ and each object matching the prototypes with high similarity as

$$D = d_w(P^c, q) + \frac{1}{G(x, y)}.$$  

where $G(x, y)$ is greater than the predefined threshold value ($\tau > 0$) and $\alpha$ is a constant for normalization. If $\tau$ is 0.7, $\frac{1}{G(x, y)}$ is between 1 and 1.43 and is experimentally smaller than $d_w(P^c, q)$. In our experiments, we set $\alpha$ as $\tau \times n$. If multiple features are integrated, the combined distance between a query $q$ and an object $v$ should be computed. For instance, with the color features, $q_{color}$ and $v_{color}$, the combined distance is defined as

$$d(q, v) = \omega_s D + \omega_l d(q_{color}, v_{color}),$$  

where $\omega_s$ and $\omega_l$ are weight factors of shape features and color features, respectively. In this paper, $\omega_s$ and $\omega_l$ are defined as

$$\omega_s = \frac{1}{\text{number of shape features}} \quad \text{and} \quad \omega_l = \frac{1}{\text{number of color features}}.$$  

d$(q_{color}, v_{color})$ can be calculated by the Manhattan distance between $q$ and $v$ based on color features (in this paper, a color histogram).
The proposed refinement algorithm is described in ALGORITHM II. At each step, the user chooses the retrieved objects as relevant or irrelevant to \( q \). The system has to estimate user relevance feedback, i.e., for each retrieved object, decide its relevance or irrelevance to the query. The user also has to draw boundaries of the relevant objects. These drawn boundaries are then clustered incrementally (Section V-B). If the boundary is similar to one of the existing prototypes, the prototype is updated by averaging (Fig. 7 (b)). On such an updated prototype, similarities between \( P^c \) and \( q \) and between \( P^c \) and each object are changed. However, it is not appropriate to perform IGHT and compute a new peak value \( G(x,y) \) for an on-line retrieval system. Therefore we recompute only \( d_w(P^c, q) \) during on-line retrieval, while the system recomputes the peak value by calculating the distance between the updated prototype and drawn boundaries of relevant objects in off-line (Fig. 7 (c)). Also the updated prototypes are periodically put into the prototype queue for re-indexing. Since the prototype moves toward the query, the system can get better result when an identical or similar query is presented a second time. If the feedback shape is not similar to any existing prototype, the system creates a new prototype by averaging the drawn boundary and the query, and puts it into the prototype queue (Fig. 7 (d)). Since a new prototype is presented, the system performs the indexing algorithm ALGORITHM I in the background (Fig. 7 (e)).

VI. EXPERIMENTAL RESULTS

A. Experimental setup

In these experiments, we use two image databases. The first database is the well-known Columbia database which contains 1440 gray images of 20 different objects: 72 images per object taken at 5° in pose [23]. The second database consists of 127 color images collected from the Internet, divided into five different object classes. For each object, the system maintains two features; shape and color. Both databases use a 36-dimensional shape feature (SQ). For the
Columbia database, the system uses a 64 gray-scale color histogram inside the boundary of the shape (CQ). For experiments on the color image collection, the system uses three query methods for color: a pixel-by-pixel comparison (Pixel), a color histogram (CQ) and a color coherence vector (CCV) [24]. In the pixel-by-pixel comparison, the system first quantizes the color space into representative colors. After resizing all images in the database to the size of the given query image, the system sums differences of pixel values in the quantized color space. The color histogram is computed by looking up the 64 representative colors by clustering in LUV space. The color coherence vector method is a color histogram refinement scheme that divides each bin into coherent and incoherent pixels. For shape-based indexing, we created 15 prototypes for the Columbia database (see Fig. 3) and 10 prototypes for the color image collection by drawing boundaries of representative objects.

The performance in the experiments is evaluated using two measures: precision and recall. Recall is the ratio of relevant images retrieved to the total number in the database; it measures the ability of a system to present all relevant images. Precision is the ratio of relevant images retrieved to the total number of images retrieved; it measures the ability of a system to present only relevant images. For most applications, it is impossible to maximize precision and recall simultaneously, but these values should ideally be as large as possible.

The time complexity of indexing varies depending on the number of templates applied, the number of edge points in an image, the number of rotations and scaling factors examined, and the number of shape features. In this paper, we used 16 rotations with reflective invariance and 10 scaling factors. To index an image with a single prototype, the average time for the Columbia database is 11.7 secs and that for the color image collection is 9.3 secs. While the total time for indexing all images with all prototypes (i.e., system initialization) can be one or two days, our interest in this paper is faster and more intelligent retrieval and we achieved the average retrieval
time of 1.4 secs.

B. Results

For retrieval, we use three kinds of queries: color-based query (CQ), shape-based query (SQ), and shape-color-based query (SCQ) which is a combination of shape and the color histogram. The proposed system first finds the most similar prototypes and then ranks the shapes in these clusters. Fig. 8 shows the average result of 20 queries on the Columbia database. On the shape-based query, the precision and recall continue to improve with prototype refinement and thus the system works more accurately as it learns the shapes. On Columbia database, the shape query gets comparable or better results compared to the color queries after the first refinement (Fig. 8 (a)). The system also includes color features in the distance metric with the hope of improving performance. The results of the combined shape and color query are slightly better than the results with only shape features (Fig. 8 (b)). Adding the color features can correct some of the errors in shape-based indexing, caused by inexact image analysis.

Fig. 9 shows a sample result of the shape-based query drawn by a user (the upper left sketch in Fig. 9 (b)) in which the result is significantly better than the color-based query. This result can be further improved by adding color features. Due to the strong skewed line, the object at the bottom right in Fig. 9 (b) is retrieved by the query. However, the object at the bottom right in Fig. 9 (c) has the correct coloring, which in this case outweighs the effect of the shape.

Fig. 10 shows that prototype refinement improves the retrieval result of a query (the upper left image) on the Columbia database. The user selected and drew what she wanted to retrieve (white boundaries) in Fig. 10 (a). Fig. 10 (b) shows the result of on-line prototype refinement, which modified a set of prototypes and calculated the similarity between the query and prototypes. In order to take into account only the feedback effect, the system eliminates the shapes that have already been learned by the user in the first retrieval. An important aspect of this paper is that
the proposed system returns Fig. 10 (c) when the user submits the same query after shape-based indexing based on the cluster-driven preference learning in the background, instead of starting again with Fig. 10 (a).

Fig. 11 shows the average result of 10 queries selected from the color image collection. This color image collection contains different objects, instead of different viewpoints of the same object. The collection was created based on the objects that appear in the image, but shape-based indexing suffers from the difficulty of finding a clear edge boundary for objects in natural images. While three color queries (Pixel, CQ, and CCV) have strong retrieval at low levels of recall, and then drop quickly as the recall increases, a shape query has relatively lower, but more stable retrieval at all levels of recall. These results of the shape-based queries again improve with the prototype refinements (Fig. 11(a)). In other words, a color-based query is better at finding a smaller number of exact matches, and a shape-based query with prototype refinements is better at finding a larger number of similar matches. Also, adding the color histogram (Fig. 11(b)) increases precision somewhat, by 0.04 on average. Note that the drop at recall 0.2 occurs because of objects that are close to the best-matching prototype, but actually distant from the query.

Fig. 12 shows a sample result of the butterfly (the upper left image) using three color-based queries. With these color-based queries, the system can find the exact matches at low levels of recall (Fig. 12). Fig. 13 presents results of a shape query drawn by user (white boundaries). With the drawn outline, the system finds the similar prototypes: two-wing butterfly, elliptical-shaped fish, sailboat, and so on. The objects in these clusters are sorted by their peak values and the similarity between their prototypes and the query (Fig. 13 (a)). When a color histogram is added to the shape query, the result can be further improved. For example, since images containing sailboats have lots of blue pixels which the query, a black butterfly on the rock (the upper left image) doesn’t have, the similarities of those images go down relative to the others and they get
lower ranks (Fig. 14 (a)). These results improve much more with prototype refinement. Fig. 13 (b) and Fig. 14 (b) show the results with one off-line prototype refinement, after the user outlined relevant objects (white boundaries in Fig. 13(a) and Fig. 14 (a)).

VII. CONCLUSIONS

In the past few years, many retrieval approaches based on extracting and representing visual properties of multimedia data have been developed. While these approaches establish the viability of multimedia information retrieval based on visual features, techniques for incorporating human expertise to improve retrieval performance have not been studied. To address this limitation, this paper presents cluster-driven refinement from user feedback for an intelligent image retrieval system. The proposed learning algorithm is based on an incremental clustering using shape features. The following summarizes the contribution of this paper.

- Weighted distance: Originally, the use of Euclidean distance assumes that all features are equally important. Although this is true in some cases, in many other cases this assumption is known to be false, so this could yield poor results. In this paper, we use a weighted distance metric based on both the clustered database and on relevance feedback.

- A flexible query model that can easily incorporate new features

- Intelligent retrieval via prototype refinement both on-line and off-line learning: To retrieve more relevant images, relevance feedback has been studied for years in information retrieval. In this paper, we propose a cluster-driven refinement scheme that adapts the database indexing mechanism to the user's preferences. This provides an intelligent guide to find what the users want based on their previous decisions, and so serves as an automatic personalization service.

- Learning of new shapes during system use: By incorporating newly encountered shapes into the indexing mechanism, the system removes the need for pre-defining all required shapes.
Due to inherent image analysis problems, it is very difficult to find a general approach to extract contents from image collections and to index them. Further, using a template matching method requires significant computing time. So, in its current state, our approach is more appropriate for moderately-sized collections of similar images, or images from a specific domain, such as a medical database. For example, brain tumor applications are a good target of shape-based indexing. (Semi)automatic detection and segmentation techniques can extract tumors from medical images like MRI, and extracted tumors can be translated to an appropriate shape model for indexing. We are currently implementing such a system, which will provide similarity-based queries on tumor shapes.

We are currently extending our work in several directions. For instance, we are exploring ways to incorporate irrelevance feedback into prototype refinement. We are also implementing a neural network based on using unsupervised learning to cluster shapes and supervised learning to classify and retrieve objects. Finally, the adaptive nature of our approach would seem appropriate for a multiuser, “collaborative indexing” environment. This could also be enhanced by the use of named queries, e.g., a “penguin” query submitted by one user would be useful to other users.
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Dequeue a prototype, \( \mathbf{P} \), as a template, in the prototype queue
For each image, \( \mathbf{M} \), in the image queue
Preprocess the image
Perform IGHT: \( G(x, y) = IGHT(\mathbf{M}, \mathbf{P}) \)
Find peak points \((x, y)\) whose values \( G(x, y) \) are larger than the predefined threshold.
For each peak point \((x, y)\),
Store a new object \( \mathbf{v} \) into the object database:
\( (x, y), G(x, y), \text{orientation angle, scaling factor, } \mathbf{M}, \mathbf{P} \)

ALGORITHM I. Automatic shape-based indexing

1. Initialization:
   \( k = 0, N_{c_0} = N_c, \mathbf{P}^{c_0} = \mathbf{P}^c, \) and \( \sigma^{c_0} = \sigma^c \),
   where \( k = 0 \) means there is no relevance feedback to \( \mathbf{q} \).
2. Retrieval:
   Calculate \( \omega_i^c(\mathbf{q}) \) using Eq. (3).
   Search similar prototypes using \( d_\omega(\mathbf{P}^c, \mathbf{q}) = \sqrt{\sum_{i=1}^n |\omega_i^c(\mathbf{q})(P_i^c - q_i)|^2} \).
   Retrieve relevant objects in the above similar prototypes \( \mathbf{P}^{c_k} \) using Eq. (4).
3. User relevance feedback:
   Select relevant objects from retrieved results.
   Draw the boundaries of the selected objects.
4. On-line prototype refinement using incremental clustering:
   Update the matched prototype using Eq. (1) or create a new prototype.
5. \( k = k + 1 \) and go to step (2).
6. Off-line prototype refinement:
   Recompute the peak value between the updated prototype and objects in the prototype or run ALGORITHM I with the created prototype in the background.

ALGORITHM II. Prototype refinement
Fig. 1. System overview: box = process, rounded box = data or database, thin arrow = data flow, and thick arrow = queue
Fig. 2. The centroid-radii model of a shape query using multiresolution: when $I=4$, two objects are retrieved as similar shapes, but when $I$ is 8 or 16, they are dissimilar shapes.

Fig. 3. 15 initial prototypes (Columbia database)
Fig. 4. An example of shape-based indexing

Fig. 5. Index tree of the object-based database
Fig. 6. Relevance feedback gives more control over the search criteria. In this and the following figures, a black circle means a query $q$, a triangle a prototype of the corresponding cluster (dotted lines), a black triangle an updated prototype, a square a relevant result, and a cross an irrelevant result. (a) Query and 4 prototypes $P^1$, $P^2$, $P^3$ and $P^4$, (b) Query refinement where $q'$ is a refined query, and (c) Prototype refinement where $P^3$ and $P^4$ are updated based on user feedback.
Fig. 7. Prototype refinement is performed on-line and off-line. In this figure, where a white circle means a manually drawn boundary from a relevant result, a gray triangle a newly created prototype, and a line a link between a prototype and an object: (a) An initial cluster includes one relevant object and two irrelevant objects with a given query \( q \), (b) On-line refinement: a user is requested to draw a boundary of the relevant object and if the drawn boundary (white triangle) is still similar the corresponding prototype, the prototype is adjusted with the boundary, but the relationship (line) between the prototype and the relevant object is unchanged, (c) Off-line refinement: the system recomputes the distance between the adjusted prototype and relevant objects and periodically re-indexes with the updated prototypes, (d) On-line refinement: if the drawn boundary is not sufficiently similar, a new prototype (gray triangle) is created, and (e) Off-line refinement: the system computes a distance between the boundary and the new prototype and re-indexes the database with the new prototypes.
Fig. 8. Results on Columbia database: CQ indicates the color-based query, SQ the shape-based query, SCQ the shape-color-based query, and Prf the prototype refinement.
Fig. 9. Sample retrieval result from the Columbia database. Images are ranked from left to right, top to bottom by increasing distance.
Fig. 10. Prototype refinement increases precision and recall.
Fig. 11. Results on the color image collection: Pixel indicates the pixel-by-pixel comparison, CQ the color histogram, and CCV the color coherence vector.
Fig. 12. Color-based retrieval results of the Color image collection
(a) Shape query  
(b) Shape query with refinement

Fig. 13. Shape-based retrieval results of the Color image collection

(a) Shape-color query  
(b) Shape-color query with refinement

Fig. 14. Shape-color-based retrieval results of the Color image collection